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Equinox: An LLM-Powered Interface for Visualizing Iterative
Revision of Tradeoffs in Science Communication Writing

Anonymous Author(s)

Figure 1: The interaction flow of Equinox. A – Selected text segments are plotted as nodes on a 2D space, scored by Narrative
Engagement (X-axis) and Scientific Accuracy (Y-axis). B – Users choose from directional labels—four for narrative and four for
accuracy—each linked to an LLM-driven strategy. One revision is generated per label and positioned based on its resulting
scores. C – Users confirm preferred versions for further refinement; confirmed nodes turn purple. D – Confirmed nodes can be
refined via: (1) prompt-based edits, (2) manual strategy adjustments, or (3) combining two versions into a new synthesis. E
– Finalized revisions can be applied back into the article for full-context review. F – Additional canvases can be launched to
edit other segments independently. G – The Muse module tracks user interaction, offering reflective suggestions and adaptive
strategy feedback.

Abstract
Balancing scientific accuracy and narrative engagement is a core
challenge in science communication. We present Equinox, a co-
writing system that supports revision by visualizing trade-offs in
real time via a dual-axis interface. Writers select from strategy-
based labels to generate multiple LLM-assisted versions positioned
on a coordinate plane reflecting narrative engagement (x-axis) and
scientific accuracy (y-axis) score. This layout enables users to com-
pare, refine, and synthesize edits to balance these two dimensions.
In a within-subjects study (N=16), Equinox significantly improved
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metacognitive reflection, flexibility, and creative exploration and
enjoyment compared to a baseline. Participants used the coordinate
view to surface their communication goals, visually track changes
across versions, and make intentional decisions during revision.
These findings demonstrate how visualizing revision trade-offs
within a structured space enhances writers’ strategic awareness
and agency, reframing LLM-assisted writing as an intention-driven
creative process.
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1 Introduction
In the era of social media, online science communication serves
as crucial public engagement. The internet democratizes scientific
knowledge access while creating challenges—primarily balancing
scientific accuracy with narrative engagement during content revi-
sion [27, 38, 63].

Large Language Models (LLMs) offer promising support for sci-
ence communication, as they can synthesize complex informa-
tion, switch flexibly between tones, and produce stylistic alter-
natives [15, 40]. These capabilities are particularly valuable when
science communication writers often simplify expository knowl-
edge with narratives [55] or embed scientific ideas within story-
telling [102]. However, despite these strengths, LLMs offer limited
support for more strategic tradeoff demands of science communi-
cation writing. Most LLM-powered writing interfaces follow a flat,
one-dimensional revision flow [100]: users input a prompt, receive
several alternatives, but lack structured guidance on how those
revisions affect their communicative goals [34, 83, 91]. There is no
mechanism to visualize tradeoffs in the writing process, making it
difficult for writers to revise with intention.

Underlying this limitation is a lack of metacognitive support.
Metacognition in writing refers to a writer’s ability to clarify inten-
tions, monitor progress, and adjust strategies during revision [1, 32].
These demands are especially pronounced in science communica-
tion, where writers must balance scientific accuracy with narrative
engagement. They must assess how different versions perform
along these dimensions, and strategically decide which direction
to take next, yet current LLM tools offer little help in managing
this complexity. Recent studies have increasingly emphasized these
metacognitive challenges in LLM-powered writing [26, 86, 88], un-
derscoring the need for innovative interfaces that help writers track,
interpret, and refine their work with greater intentionality.

To address these challenges, we present Equinox (Figure 1), an
interactive interface grounded in metacognitive theory [2, 22, 32, 66,
86]. Equinox enables writers to navigate tradeoffs between scientific
accuracy and narrative engagement in science writing. The core
feature of Equinox is a 2D coordinate visualization where each
revision is plotted according to its estimated scientific accuracy (Y-
axis) and narrative engagement (X-axis) scores. This constant visual
feedback allows writers to immediately perceive how different
revisions impact their communicative goals, i.e. scientific accuracy
versus narrative engagement.

In awithin-subjects studywith 16 science communicators, Equinox
significantly outperformed a baseline LLM interface in supporting
users’ revision processes. Quantitative results showed that Equinox
increased users’ metacognitive reflection and flexibility in using
strategies and increased creative exploration. While usability re-
mained comparable, participants reported better idea exploration
support when revising with Equinox. Qualitatively, Participants
found that the coordinate graph externalized abstract writing goals,
enabling real-time self-monitoring and strategic planning during re-
vision. By visualizing the tradeoffs between scientific accuracy and

narrative engagement, the system supported intentional decision-
making and iterative exploration and increased users’ confidence
in their editorial choices.

This process transformed revision from a fragmented, reactive
task into a more coherent and intentional creative workflow. In
summary, our contributions include:

• A metacognitively-informed design that operationalizes
key cognitive processes—such as intent clarification, moni-
toring, and strategic flexibility into actionable interaction
principles for LLM-assisted science communication writing.

• Equinox, an interactive system that instantiates this frame-
work through a 2D coordinate visualization , enabling visual
exploration of revision tradeoffs.

• Empirical evidence from a within-subjects study with 16
science communicators showing that Equinox improves
metacognitive regulation, creative exploration, and writer
confidence over a strong LLM baseline.

2 User Scenario: Jenny’s Iterative Revision
Journey Using Equinox

Jenny, a science communicator with a background in immunology,
takes pride in her scientific precision. However, she often struggles
to make her writing engaging for general audiences. Her latest
article on mRNA vaccines, while technically accurate, received
editorial feedback as being “too dry” and at risk of losing reader
interest. Feeling stuck between preserving rigor and increasing
appeal, Jenny turns to Equinox.

She begins by dragging a paragraph about how mRNA vaccines
stimulate immune responses into the Equinox canvas. The system
automatically places this segment on the dual-axis plane at (30, 70),
confirming her suspicion: the paragraph scores high on Scientific
Accuracy but low on Narrative Engagement.

Hovering her cursor over the node reveals eight directional la-
bels—four designed to enhance narrative engagement and four to
improve scientific accuracy. Among the engagement-oriented la-
bels, two resonate with Jenny’s intent: Evoke Emotion and Inspire
Curiosity (Figure 5).

She selects both labels simultaneously. Equinox generates two
new versions of the paragraph, each plotted as a new node: Evoke
Emotion: (53, 60), Inspire Curiosity: (40, 70) For Evoke Emotion,
the system recommends the strategies "Add Stories" and "Create
Negative Emphasis for Focused Attention". This version introduces
a brief but vivid story of a retired immunologist who volunteers for
an early mRNA vaccine trial, describing her emotional journey of
fear and hope—making the science more relatable and emotionally
compelling. For Inspire Curiosity, Equinox applies the "Question-
Answer Hook strategy". The revised paragraph now begins with,
“How can a tiny strand of mRNA trigger a full-scale immune de-
fense?” and follows with amid-paragraph question to deepen reader
engagement.

Jenny finds both versions compelling in different ways and uses
the Combine feature to merge their strengths. The resulting node,
scored at (73, 68), blends the emotive story with a question-driven
structure. It begins with a curiosity-sparking question and inte-
grates a personal anecdote that evokes emotional resonance—an
effective combination of both narrative strategies (Figure 6).
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Still, she feels the story could better connect to the underlying
science. Using Prompt-based Editing, she enters: “Make the nar-
rative more explicitly linked to immune memory formation.” The
system generates a new revision with stronger conceptual ties and
a clearer explanation of how mRNA vaccines train the immune sys-
tem. This adjustment improves the scientific accuracy and results
in a new node at (73, 77), satisfying both of her communicative
goals (Figure 6).

Throughout the process, Jenny uses the Zoom-out feature to
trace how her ideas have evolved across multiple iterations. She
explores branching paths, reflects on each revision’s impact, and
uses Zoom-in to compare granular content differences between
versions (Figure 3).

At this point, Jenny activates Muse, the reflective assistant in the
canvas corner. Drawing on her revision history—confirmed nodes,
label choices, strategies, and prompt edits—Muse spots a trend: she
favors emotionally engaging, curiosity-driven edits but hasn’t used
figurative language. It highlights a literal sentence about immune
memory and suggests a metaphor: “Think of mRNA as a ‘wanted
poster’ that trains the immune system’s detectives.” (Figure 7).

Jenny finds the suggestion intuitive and aligned with her nar-
rative goals. She accepts the recommendation and integrates the
metaphor into the paragraph, reinforcing her balance between nar-
rative engagement and scientific accuracy. Finally, Jenny rereads
the revised segment in the context of the full article. Satisfied with
the improved flow, emotional resonance, and scientific clarity, she
proceeds to identify the next section to refine.

3 Related Work
3.1 Science Communication Narrative Design
In the Information Age, online science communication has be-
come increasingly dominant, especially in the popular science
field [12, 64]. Science communication refers to the strategic use
of various forms of communication, such as media, events, and in-
teractions, to convey scientific information to diverse audiences in
a way that aims to increase awareness, enjoyment, interest, opinion-
forming, and understanding [10, 47, 67]. Traditionally, science com-
munication content has been categorized into three groups: tradi-
tional journalism, live or face-to-face events, and online interac-
tions [9, 10]. The popular science movement (also known as pop
science or popsci) aims to interpret and present scientific concepts
in an accessible way for a general audience. Unlike traditional sci-
ence journalism, which focuses on recent scientific developments
and authority, popular science places greater emphasis on entertain-
ment and broadening its scope [7, 23, 96]. As online communication
technologies have become more accessible, various formats have
emerged to deliver popular science content, including books, docu-
mentaries, web articles, and online videos [31, 96, 103].

Traditionally, science communication content has been produced
by professionals: scientists, journalists, and media makers [10, 25].
However, the rise of online video platforms has democratized con-
tent creation, enabling more individuals to produce online popular
science content through various digital channels. These include on-
line platforms such as YouTube, social media, blogs, question-and-
answer platforms, and podcasts [68, 95, 103]. While this increased
accessibility of science content, it also presents a challenge: many

of these content creators lack formal training in either science or
communication. As a result, the quality of popular sicencecontent
can vary significantly [77]. This highlights the need for better guid-
ance and clearer frameworks to support individuals who want to
create high-quality online science content.

Science communication narratives are often seen as a delicate
balance between two key dimensions: scientific accuracy and nar-
rative engagement [27, 38, 63]. Burns et al. (2003) made a vivid
analogy, describing science communication as a form of “moun-
tain climbing,” balancing between scientific literacy and science
culture [10]. Similarly, Dahlstrom (2014) emphasized that science
communication writing inherently involves both narrative and ex-
pository elements [19]. Finkler and León (2019) further argued
that effective science videos must find a balance between audi-
ence engagement and knowledge delivery [31]. In other words, the
balance between "narrative engagement" and "scientific accuracy"
is a key focus in science communication research [21, 78]. Schol-
ars increasingly emphasize the need to understand how these two
dimensions interact in science writing, underscoring the complex-
ity and importance of creating narratives that are compelling and
informative [64].

Some scholars have proposed strategies to help creators improve
their writing by improving either narrative engagement [19, 30, 35,
38] or scientific precision [49, 54, 69]. Other studies have attempted
to explore ways to balance these two elements [5, 55]. However,
these studies primarily focus on theoretical contributions and often
lack concrete, actionable guidance for content creators.

Recent HCI research has explored how large language models
(LLM) can support science communication, with systems focusing
on content planning [73, 80], rhetorical enhancement [36, 37, 51],
and iterative revision [60, 102]. However, most existing tools focus
on either structural planning [80] or localized iterations [51, 52].
There is a general lack of integration between the local edits and
the broader narrative design. Moreover, none of these existing
tools address the issue of balancing between scientific accuracy and
narrative engagement.

This is what Equinox attempts to accomplish through its dual-
axis diagram design, which provides a visual representation of how
individual editing strategies connect to the broader context and
goals of the editing process.

3.2 Metacognition in LLM-Powered Writing
Tools

Metacognition refers to people’s awareness and control over their
own cognitive processes [86]. According to Flavell (1979), metacog-
nition comprises both metacognitive knowledge—awareness of
one’s goals, abilities, and strategies—and metacognitive regula-
tion—the processes bywhich one plans, monitors, and adapts during
cognitive activities [32].

In writing contexts, metacognition refers to the writer’s aware-
ness of their cognitive experience and their ability to actively con-
trol the processes engaged in the writing task [2]. The application
of metacognition in writing encompasses several key processes,
including planning, monitoring, revising, summarizing, and eval-
uating [22]. Having metacognition during writing involves main-
taining an ongoing awareness of the creative process to ensure
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adjustments can be made as needed. Metacognitive skills in writ-
ing also involve reflection on one’s performance and the ability
to correct errors when appropriate [1, 32]. This reflective com-
ponent allows writers to critically examine their work, identify
strengths and weaknesses, and make improvements based on this
awareness. This metacognitive approach transforms writers from
passive participants to active managers of their own writing pro-
cess, enhancing both the quality of their written products and their
development as writers [89].

However, the introduction of Large LanguageModels (LLMs) like
ChatGPT presents new metacognitive challenges in writing [26, 86,
88]. Unlike traditional writing contexts where cognitive processes
may remain implicit, LLM-based writing requires users to external-
ize goals, formulate effective prompts, and iteratively evaluate and
revise system outputs [86]. These processes demand heightened
metacognitive monitoring and control, including task decomposi-
tion, self-awareness of goals, and well-calibrated confidence [66].
For example, novice users often struggle with prompt formulation
because they cannot clearly articulate what they want the system
to do [101], and users may misattribute poor outputs either to
their own limitations or to model shortcomings without sufficient
self-evaluation [53].

To address these challenges, Tankelevitch et al. (2024) propose
a dual path framework rooted in metacognitive theory [86]. The
first strategy focuses on improving users’ metacognitive abilities by
providing support mechanisms within LLM interfaces to enhance
the process of planning, self-evaluation and self-management. For
instance, scaffolding tools that guide users in articulating task goals
and decomposing complex writing tasks can directly strengthen
self-awareness and planning processes [86]. The second strategy
involves reducing the metacognitive demand imposed by LLM
systems through thoughtful interface design. There are several
existing LLM powered writing tools which are designed to en-
hance metacognition by providing innovative visual interfaces
[17, 18, 46, 62, 81, 84, 92, 105]. Broadly speaking, our system, con-
tinuing on this line of research, is based on metacognitive theory
and specifically Tankelevitch et al.’s [86] suggestions by improving
user’s self-awareness and reducing cognitive demands during their
writing process through visualization, scaffolding, and real-time
feedback. More specifically, our system draws inspiration from
Graphologue’s [46] node-link diagrams and Polymind’s [92] visual
diagram approach.

4 Formative Study
4.1 Expert Interview
To better understand the workflows, goals, and tool needs of sci-
ence communicators, we conducted in-depth interviews with four
professionals: a TikTok science animator (20K+ followers), a YouTu-
ber (10K+ subscribers), a science columnist on a Q&A platform
(200K+ followers), and an educational video producer. Each inter-
view lasted approximately 90 minutes and focused on three areas:
(1) their typical content creation workflow, (2) how they balance
communicative goals, and (3) how they use LLM tools in practice.
The qualitative findings are as follows:

(1) Balancing Scientific Accuracy and Engagement. Partic-
ipants described two common workflows in science communica-
tion. The knowledge-to-stories approach, favored by those creating
platform-independent or long-form content, begins with scientific
concepts and adds narrative elements (e.g., examples, metaphors)
to enhance engagement. In contrast, the news-to-theories work-
flow—more typical of real-time or event-driven content—starts with
current events or relatable experiences and layers in relevant scien-
tific explanations. Despite differing starting points, all participants
emphasized the same challenge: sustaining both scientific rigor and
audience interest. One creator noted, “If it’s too technical, people
stop watching. If it’s too entertaining, they call it shallow.” Across
formats, creators stressed the need to balance clarity, credibility,
and emotional connection.

(2) Narrative Strategies and Gaps. To make their writing more
engaging, participants reported deliberately applying narrative
strategies such as metaphors, real-world analogies, quotations, and
personal anecdotes. One creator revised content by adding narrative
“hooks” after drafting the science explanation; another explicitly
mapped theories to familiar experiences. However, participants
also noted that these decisions were largely intuitive and lacked
structured support. They expressed a desire for clearer feedback on
how well narrative choices served their communicative goals.

(3) LLM Tools: Value and Limitations. All four participants
had experimented with LLMs to support writing, primarily for idea
generation, tone adjustment, and connecting scientific ideas to fa-
miliar concepts. For example, the educator used LLMs tomake expla-
nations “more relaxed and child-friendly,” while the columnist relied
on them to quickly associate trending news with relevant theories.
Yet participants also expressed frustration with LLM-generated
content—citing issues such as vague language, repetition, lack of
specificity, and misalignment with their communicative intent.

These interviews highlight the core challenges of balancing nar-
rative engagement with scientific accuracy, the creative but under-
supported role of narrative strategies, and the untapped potential
of LLM tools in this domain.

4.2 Design Space for Science Communication
Narrative Design

Based on the results from the pilot interviews, we conducted a
literature review in related fields, specifically in communication
studies, education, psychology, linguistics and writing, and HCI, to
identify writing strategies that can enhance narrative engagement
and scientific accuracy. We searched keywords "science communi-
cation" OR "scientific writing" OR "popular science" AND "strategy"
OR "strategies" OR "method" in Google Scholar, the ACM Digital
Library, and the IEEE Xplore Digital Library. After screening the ab-
stract and full paper, we selected 47 papers, across Education (N=5),
Psychology (N=7), Communication Studies (N=27), Linguistics and
Writing (N=4), and HCI (N=6). We identified a total of 25 strategies
from these selected papers. By using open coding [42] and design
space analysis [13] methods, two authors developed and organized
a design space (Table 3).

In this design space, we categorized the 25 identified strategies
into three groups: those that enhance narrative engagement (N=10),
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Table 1: Labels of Science Communication Writing Strategies.

Scientific Accuracy

Label 1 Label 2 Label 3 Label 4
Articulate Precisely Elaborate Thoroughly Verify Knowledge Maintain Logical Consistency
Communicates scientific concepts with
accuracy and clarity, using appropriate
terminology and well-defined language
to prevent ambiguity or misinterpreta-
tion [45, 49, 65].

Provides sufficient detail or comprehen-
sive theoretical discussion by unpacking
underlying mechanisms, explaining impli-
cations, and citing evidence to elaborate
on the knowledge point while avoiding
bias [55, 69].

Supports claims with credible sources,
data, or reasoning, allowing audiences to
feel more trustworthy of the given infor-
mation [55, 74].

Ensures that arguments and explanations
are coherent and internally consistent, fol-
lowing a clear logical structure [90].

Strategies:
(4) Acknowledge Uncertainties,
(5) Consistent Terminology,
(18) Simplify and abstract language,
(19) Clarify Key Terms,
(21) Repeat key point(s) or question(s),
(22) Emphasize with Numbers

Strategies:
(3) Step-by-Step Explanation,
(4) Acknowledge Uncertainties,
(7) Everyday Events to Scientific Insights,
(22) Emphasize with Numbers,
(25) Tie Science to Current Events

Strategies:
(2) Rigorous Source Verification,
(6) Citations & Quotes,
(7) Everyday Events to Scientific Insights,
(22) Emphasize with Numbers,
(25) Tie Science to Current Events

Strategies:
(1) Layered Transitions,
(3) Step-by-Step Explanation,
(20) Key Point Recap,
(23) Strengthen the Connections Between
Content

Narrative Engagement

Label 5 Label 6 Label 7 Label 8
Captivate & Immerse Enhance Understanding Inspire Curiosity Evoke Emotion
Engages the audience’s attention and
draws them into the narrative or content
flow by adding stories [38, 59] or using
intriguing language [30, 65].

Help audiences to grasp complex scientific
ideas using rational, structural content or
vivid analogies, visualizations [30, 38, 43].

Stimulates the audience’s desire to learn
more and have motivation to further ex-
plore by applying different forms of ques-
tions [56].

Creates an emotional response, positive
or negative, and makes the audience feel
connected to the content, even immerse
themselves in the described scenario [38,
75].

Strategies:
(8) Question-Answer Hook,
(9) Reflection Question,
(10) Suspense-Driven Reveal,
(11) Use metaphors,
(12) Inject humor,
(13) Add real-world supporting examples,
(14) Add stories,
(15) Add an imagery description,
(16) Create negative emphasis for focused
attention,
(17) Make positive emotion to expand ac-
tion repertoire

Strategies:
(11) Use metaphors,
(13) Add real-world supporting examples,
(14) Add stories,
(15) Add an imagery description,
(21) Repeat key point(s) or question(s),
(23) Strengthen the Connections Between
Content,
(24) Present Balanced Views,
(25) Tie Science to Current Events

Strategies:
(8) Question-Answer Hook,
(9) Reflection Question,
(10) Suspense-Driven Reveal

Strategies:
(9) Reflection Question,
(12) Inject humor,
(14) Add stories,
(16) Create negative emphasis for focused
attention,
(17) Make positive emotion to expand ac-
tion repertoire,
(21) Repeat key point(s) or question(s)

Note. Specific information about each strategy (e.g., definitions, examples) is presented in Table 3.

those that enhance scientific accuracy (N=7), and those that enhance
both (N=8).

Then, we conducted a Focus Group Discussion (FGD) [72] with
the four experts we had previously interviewed. They all affirmed
the accuracy of our design space, specifically the strategies and
their categorization. Additionally, the experts suggested labeling
the strategies based on their effects on science communication
writing. In this way, the labels highlight the effects of each strat-
egy, helping to build a clearer and more structured framework that
makes the design space more comprehensive. Furthermore, the ex-
perts emphasized that establishing these labels is crucial for making
the design space more easily usable for the users. We agreed that
establishing these labels provides a systematic way to categorize
the effect of different writing strategies on science communication
writing. Therefore, based on the results of the FGD, we established
eight labels in total (Table 1).

4.3 Design Goals
Drawing from the findings of the formative study and existing
literature on science communication and metacognition, we have
established the following design goals:

DG1. Visualize Trade-offs to Ease Balancing Effort. As previous lit-
eratures highlight the importance of balancing science accuracy and
narrative engagement in science communicationwriting [27, 38, 63],
and our formative interviews (See Section 4.1) show that creators
grapple with delivering both accurate content and engaging story-
telling. Meanwhile, recent research on LLM highlights users must
maintain a well-adjusted level of confidence in their own ability
to evaluate this output and not blindly accept generated content
[86]. Consequently, the system should make these dual goals visible
and less mentally taxing to balance between scientific accuracy and
narrative engagement, thereby helping creators maintain clarity of
purpose during the writing process without cognitive overload.

DG2. Guide Revisions with Strategy Scaffolds to Balance Tradeoffs.
Prior literature documents many techniques to address distinct com-
munication objectives (See Section 4.2). Yet, LLM usage requires
explicit task decomposition and self-directed prompting, which
demand metacognitive control [86]. The system should therefore
scaffold trategies—offering prompts, labels, etc. that help users
systematically select and apply approaches best suited to their com-
munication goals. This reduces the burden of recalling strategies
and allows for more deliberate, goal-oriented writing process.
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DG3. Enable Flexible Exploration Through Multi-Version Revision.
Effective writing often emerges through multiple drafting cycles
and iterative refinement [28], and these needs become even more
pronounced in LLM supported writing—where prompt specificity
and the inherent variability of LLM outputs make it essential to
explore and synthesize multiple solutions while keeping one’s over-
arching goals in view [50, 86]. Because each LLM iteration may
produce new or unexpected ideas, creators must remain flexible
in revisiting earlier revisions, combining promising elements, or
reverting to a previous version if it better supports their broader
communicative aims [34, 91]. Hence, the system should enable
users to generate, compare, and merge multiple versions. By of-
fering non-linear history tracking and granular editing controls,
creators can reinforcing their metacognitive reflection and flexi-
bility. This approach also has the potential to foster creativity by
encouraging experimentation and the discovery of unconventional
approaches.

DG4. Embed ReflectionWithin Iteration to Support Self-Monitoring.
Effective science communication writing with LLMs involves not
only generating content, but also navigating iterative cycles of revi-
sion and evaluation [51, 60]. During these cycles, writers must con-
tinuously monitor progress toward communicative goals and adjust
based on their evolving intent. However, in everyday interactions
with LLMs, such self-monitoring is often missing or implicit [58].
Metacognitive theory emphasizes that monitoring—assessing align-
ment between current output and original goals, detecting over-
reliance on familiar strategies, or noticing when a revision veers off-
course—is central to effective regulation [86]. To support metacog-
nitive monitoring, the system should embed reflective signals di-
rectly within the revision workflow—e.g., through visual cues or
checkpoints—that surface self-assessment opportunities and make
reflection a natural part of revision.

5 System Design and Implementation

5.1 Interface & Features

Equinox features a text editor (left) and an exploratory canvas
(right) (Figure 2). Users can add selected text—ranging from a full
article to a paragraph or sentence into the canvas for iterative re-
vision, where each version is plotted along two axes: Narrative
Engagement (x-axis) and Scientific Accuracy (y-axis). Gray dots
represent exploratory drafts, while purple dots indicate confirmed
user selections, which can be further revised by reselecting labels
or fine-tuning the content. This visualization makes the revision
process and decision points transparent, supporting users in bal-
ancing scientific accuracy and narrative engagement throughout
iterative editing. The following sections introduce each feature in
detail.

As shown in Figure 3. The canvas interface of the Equinox
provides three levels of visual representation for the multiple ver-
sions generated during the tradeoff iteration process. When zoomed
out (0–30%), each version is shown as a simple point, offering
an overview of the iteration landscape. At medium zoom levels
(40–70%), users can view a summary of changes for each version

compared to its predecessor, along with the selected label and strat-
egy. In full zoom (80–100%), detailed content changes are displayed,
with differences from the original text highlighted for clarity.

Real-time Two-Axis Feedback (DG1& DG4). (Figure 4) Leveraging
insights from metacognitive research [86], authors benefit from
explicit feedback that reduces the cognitive burden of juggling
multiple objectives (DG1) and allows self-monitoring of revision
progress and alignment with writing intention(DG4). In Equinox,
each version of the text is plotted as a point in a two-dimensional
space, with one axis representing narrative engagement and the
other scientific accuracy. A “Scorer Agent,” trained on audience
ratings, assigns scores whenever users drag a new piece of text
into the canvas to create a node or perform additional edits that
generate additional nodes. These scores determine the position of
each node on the coordinate axes. This immediate visualization
helps creators monitor their balance between scientific accuracy
and narrative engagement, enabling them to maintain clarity of
purpose and goals in writing.

Strategy Recommendation via Eight Labels (DG1 & DG2). (Figure
5) Science communication research highlights numerous narrative
and explanatory strategies, but introducing all of them at once can
overwhelm users. Instead, Equinox offers an eight-label taxonomy
(e.g., inspire curiosity or elaborate thoroughly to represent core revi-
sion goals. These labels are informed by the formative study expert
interview and literature review (See Section 4). Four of these labels
focus on improving scientific accuracy, while the other four en-
courage improvements in narrative engagement (Table 1). When
a node is confirmed, the system invites the user to apply one or
more labels, spawning new versions that emphasize these chosen
strategies. Presenting these targeted options scaffolds the revision
process (DG2) and lessens mental load (DG1), because users can
systematically select a path that leads to either "scientific accu-
racy" or "narrative engagement" without needing to recall every
possibility themselves. This eight-label structure also offers a revi-
sion framework, reminding creators of directions they might not
have initially considered. By doing so, they exercise metacognitive
control, deliberately steering each iteration toward their intended
revision direction.

Fine-Grained Control for Specific Versions (DG3). (Figure 6) Af-
ter exploring different branches, users can refine a single node in
greater depth. After a user confirms a bottom, its color changes
to purple, and three fine-tuning operations become available. The
other unconfirmed points remain gray, allowing the user to clearly
distinguish between confirmed and unconfirmed nodes through
their visual connections. Three possible refinements include tog-
gling previously applied strategies, providing customized prompts
(e.g., “try a different metaphor” or “make this more concise”), or
merging two versions to preserve strong elements from each. These
fine-grained actions underscore metacognitive flexibility: creators
can adapt or pivot without discarding prior work. Aligned with
DG3, this feature facilitates iterative metacognitive regulation by
enabling cycles of exploration (metacognitive flexibility) and syn-
thesis (monitoring and control), allowing users to evaluate com-
peting versions and consolidate revisions in alignment with their
communicative goals.

Tree-Based Content Generation (DG3). (Figure 4) When text is
dragged into the exploratory canvas, it becomes a root node. From
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Figure 2: The Equinox interface has two main sections: a text editor on the left for placing and directly editing source text
(B), and a canvas on the right for revising selected segments (A). In the center, a visualization tracks iteration scores across
narrative engagement and scientific accuracy for multiple LLM-generated versions. Once a segment is confirmed for revision,
users assign labels (C) that guide editing directions and generate revision nodes. Within each node, content can be refined by
entering custom prompts (G), switching strategies (F), or combining strategies from different nodes (H). Edits can be applied (N)
to update the original text and view the full article. Muse (L), in the canvas’s top-right corner, provides an overview of revision
history and accepts user feedback (M), which informs future strategy recommendations. Editing other article sections opens a
new canvas; users can switch between revision records via the control in the bottom-right corner (O).

Figure 3: Equinox canvas supports three zoom levels: dots for version overview (0–30%), change summaries with labels and
strategies (40–70%), and full content with highlights of edits (80–100%).

there, diverse branches (child nodes) emerge as users select different
labels or customized instructions. The resulting tree visually traces
each exploration path, revealing varying levels of detail from simple
node icons to full-text displays. This structure fosters reflection
on decision-making and encourages the comparison of multiple

alternatives, echoing DG4’s principle of iterative, multi-version re-
vision. It also bolsters metacognitive flexibility, enabling creators to
identify promising branches, revert to earlier nodes when beneficial,
and continue refining or restructuring the content.
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Figure 4: Visualizing the revision process of balancing scien-
tific accuracy and narrative engagement: each branch in the
version tree reflects iterations driven by different selected
labels and customized instructions. All versions are recorded
and can be revisited or further edited.

“Muse” Reflective Feedback (DG3& DG4). (Figure 7) A “Muse”
agent continuously monitors user behavior—such as node confirma-
tions, upvotes or downvotes on single nodes to convey AI strategy
preferences, strategy selections, and choices regarding scientific ac-
curacy versus narrative engagement—and synthesizes these inputs
into actionable feedback. Building on findings that guided reflec-
tion enhances metacognitive skill [86], Muse highlights patterns
in the user’s editing process. Specifically, Muse presents feedback
in a structured format, organized into sections such as strengths,
weaknesses, user patterns & goals (whether they successfully bal-
ance scientific accuracy and narrative engagement or over-rely on
certain strategies), and strategy suggestions to the current content.
This structured presentation offers users a clear channel for reflect-
ing on their revision process. After receiving feedback from Muse,
users can respond by indicating whether they accept or reject the
suggestions. This feedback is then passed to the Recommender
Agent, allowing the system to refine future strategy recommenda-
tions accordingly., Muse supports greater self-awareness (DG4) and

Figure 5: Among the eight revision labels provided in
Equinox, four are designed to enhance narrative engagement,
while the other four focus on improving scientific accuracy.
Users can select one or more labels and specify how many
versions they want to generate under each. The system then
produces label-guided revisions using the LLM, and visual-
izes the results as points on a 2D coordinate plane in real
time, enabling users to see how different strategies shift the
text’s position along the narrative engagement and scientific
accuracy tradeoff space.

Figure 6: After generating content based on selected labels,
users can fine-tune the resulting nodes in several ways: A
– Modify the strategy list used by the recommender agent
for a specific label. B – Combine different nodes to apply
strategies from two labels simultaneously. C – Input custom
prompts to refine the current node with personalized edits.

encourages iterative refinement (DG3). As users adjust their ap-
proach,Equinox adapts accordingly, refining its recommendations
to match evolving intentions and individual styles.
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Figure 7: Users can click the bottom button (B) to receive feed-
back from Muse on their current iterative revision process.
They can also like or dislike individual nodes (A). Muse’s
feedback includes four components: strengths, weaknesses,
user patterns & goals, and strategy suggestions for the cur-
rent version. Users may respond to the feedback, and their
input will inform future strategy recommendations to better
align with their preferences (C).

5.2 Equinox Backend and Implementation
The backend of Equinox comprises several LLM-based agents orga-
nized into two main modules: a generation module and a reinforce-
ment module. The overall pipeline is in Figure 8.

5.2.1 Generation Module This module begins by capturing the
user’s context and their selected modification direction through
labels. The system then proceeds into iterative processing handled
by the following agents:

Recommender Agent: The recommender agent’s core function is
to generate multiple strategy combinations based on a user-selected
goal. When a user chooses a label, the agent analyzes the current
textual features to identify the best combination from its associated
strategy set (Table 1). Prompts are constructed using in-context
learning and chain-of-thought principles. The agent considers sev-
eral factors when recommending strategies for each label, including
strategy definitions, usage guides, examples, and the original text’s

role within the broader context of the entire text to recommend
the most suitable strategies. The final output consists of multiple
strategy combinations, which are then passed to the scorer to filter
and select the top-scoring versions that best meet the requirements.

Generator Agent: The generator agent uses a combination of
methods (combining, generating, and regenerating) to create child
nodes based on user input instructions. When generating new con-
tent, the generator receives two types of input to form a new node:
(1) strategy recommendations from the Recommender Agent, which
are used to guide the generation of revised text that aligns with the
user’s chosen direction (Labels). The generator adopts in-context
learning, referencing the recommended strategies’ definitions, us-
age guidelines, and examples to perform content modifications
based on the previous node; and (2) user-specific refinements passed
from the front end during regeneration. These refinements may
include prompt adjustments, combining nodes, or deactivating par-
ticular strategies.

Scorer Agent: The scorer simulates real-time audience feedback
by evaluating each generated version along two axes: Narrative
Engagement (X) and Scientific Accuracy (Y).

To support this, we curated a high-quality dataset of 45 science
texts from five domains, varying in length and narrative style. Each
text was revised by a science communication expert and anno-
tated by 27 non-experts using a rubric developed by three domain
experts. The rubric incorporated sub-dimensions of narrative en-
gagement [11] and scientific accuracy [19], emphasizing perceived
credibility over strict factual correctness. Scores were normalized
to a 0–100 scale and used to fine-tune a GPT-4o model via a small-
sample learning strategy1, enabling it to approximate human eval-
uative behavior across both axes. The scorer agent is powered by
this fine-tuned model. Scoring prompts are consistent with those
used during fine-tuning. Details on dataset construction and model
training are provided in Appendix A.2.

Survey results Figure 9 reveal clear trade-offs between the two
axes: story-like texts scored higher on narrative engagement but
lower on scientific accuracy, while expository texts showed the
reverse. Infotainment-style texts typically balanced both. Longer
texts consistently outperformed shorter ones, likely due to richer
explanations and narrative depth. These findings demonstrate the
scorer’s effectiveness in capturing nuanced audience preferences
and guiding users toward more balanced revisions.

To ensure consistent and reliable evaluation, we adopt a com-
parative scoring strategy, aligned with findings from compar-
ative judgement research [70]. Rather than evaluating revisions
in isolation, the agent receives the original version and its score
as historical context, enabling more accurate scoring that reflects
revision trajectories.

Filter Agent: This agent uses the scorer’s outputs to select the
top-𝑘 versions that best meet the user’s expectations. Filter Agent
ensures that the selected outputs not only fulfill the intended modi-
fication chosen direction(Labels) and achieve high scores but also
filter out generated failures and low-quality content. This prevents
content redundancy and enhances overall generation quality.

5.2.2 Reinforcement Module Since user iterations form a tree of
nodes enriched with valuable data (selected labels, prompts, likes
1https://platform.openai.com/docs/guides/fine-tuning?utm_source=chatgpt.com
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Figure 8: Equinox backend overview. Equinox consists of two core modules: (1) The Iterative Interaction Module, where LLM-
based agents—Recommender, Generator, Scorer, and Filter—collaboratively produce and evaluate multiple content versions
based on narrative engagement and scientific accuracy; and (2) the Reinforcement Module, which captures user feedback and
inference based on interaction history of user behaviors to refine strategy recommendations through the Analyzer agent. This
architecture supports adaptive text revision.

/dislikes, and feedback), we developed an analyzer agent to harness
both the explicit and implicit signals from these interactions. The
analyzer agent captures behavioral data during the iterative pro-
cess and uses chain-of-thought prompts to interpret user revision
behavior.

Analyzer Agent: The analysis focuses on two goals: (1) detecting
common editing patterns, such as stylistic preferences, trade-offs
between scientific accuracy and narrative engagement, and user
strengths or weaknesses; and (2) surfacing alternatives or under-
used strategy directions. These insights are passed to the Muse
component (Section 5.1). After getting the feedback, another func-
tion will update the analysis of Analyzer Agent with real-time
user feedback (e.g., suggestion approvals or continued edits) to the
Recommender Agent to refine strategy recommendations, guiding
the next iteration toward better alignment with user preferences.
The feedback loop ensures the system adapts continuously to the
user’s evolving goals and better balances narrative engagement and
scientific accuracy in science communication writing during the
revision process.

5.2.3 Implementation Equinox is implemented as a web applica-
tion, with a Python-based backend developed using Flask2 frame-
work and a frontend built using ReactFlow3.

2https://flask.palletsprojects.com/en/stable/
3https://github.com/wbkd/react-flow/

For the AI agents, we employ different LLMs tailored to their
functional roles. The recommender, generator, and filter agents are
powered by the GPT-4o-mini model, optimized for fast, high-quality
content generation. The analyzer agent, which requires deeper rea-
soning to interpret user behavior and editing patterns, is supported
by the GPT-o1 model—a reasoning-oriented LLM. For the scorer
agent, it is powered by a fine-tuned GPT-4o model using a small-
sample learning strategy4. The frontend into predefined prompt
templates and communicates with the remote LLMs to obtain re-
sults. This modular design allows us to tailor agent behavior based
on context while maintaining flexibility in prompt construction
and LLM selection. The detailed use of prompts in the backend can
be found in the Appendix A.7.

6 User Study
To further understand the effect of the Equinox system on users’
experience during the science communication narrative writing
process—particularly its impact on users’ cognition and human-AI
collaboration behavior patterns—we conducted a within-subjects
user study involving 16 participants with prior experience in sci-
ence communication. All participants were recruited from a local
university. Each participant completed four text editing tasks: two
using the Equinox system and two using a baseline system.

4https://platform.openai.com/docs/guides/fine-tuning?utm_source=chatgpt.com
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Figure 9: Each point represents one of 45 science communi-
cation texts, plotted by its average audience rating for nar-
rative engagement (x-axis) and scientific accuracy (y-axis),
based on 27 crowd-sourced rubric-based evaluations per text.
The left panel groups texts by narrative style: Expository
(informational, fact-focused), Story (highly narrative), and
infotainment (represents infotainment-style revisions that
blend factual exposition with narrative strategies). The right
panel groups texts by length (Short=50 words, Medium=150
words, Long=300 words).

The baseline system used in this study was Cursor, which in-
tegrates GPT-4o as its backend. Cursor was selected due to its
support for targeted text modifications. In both conditions, partici-
pants were provided with an Excel file containing a comprehensive
strategy table. This table included the strategy name, definition, us-
age instructions, examples, and corresponding labels. Participants
were encouraged to use this table as a reference and to copy-paste
content into the prompt area as needed during the tasks.

6.1 Participants
We recruited 16 participants (9 male, 7 female) aged between 24
and 31 (M = 26.9, SD = 2.0), all of whom held postgraduate degrees
or higher. Most were PhD students, postdoctoral researchers, or
university faculty members affiliated with a local university, pos-
sessing substantial experience in academic work, teaching, or public
science communication.

13 participants reported hands-on experience creating science
communication content, including teaching undergraduate courses,
producing explanatory videos, and translating complex scientific
ideas for general audiences. Six of the 13 participants held hybrid
professional roles that extended beyond academia, such as science
content creators, media producers, journalists, or educators. The
remaining three primarily identified as consumers of science com-
munication media.

Regarding their use of AI writing tools, six participants reported
daily use, six reported weekly use, and four used them occasionally.
In terms of writing confidence, half of the participants (n = 8) self-
identified as confident writers, indicating a strong belief in their

ability to convey scientific information clearly and persuasively.
The remaining half (n = 8) reported a neutral stance, reflecting a
moderate level of self-assurance and a potential openness to sup-
port or improvement in articulating complex concepts for diverse
audiences. The demographic information of these participants are
in Appendix A.5.

6.2 Procedure
Each study session began with a live demonstration of the sys-
tem. Participants were encouraged to explore the interface, try
out features, and ask questions. During this walkthrough, the task
objectives were also explained.

Each participant completed four text editing tasks: two using
the Equinox system and two with the baseline. The texts were
selected to represent two common styles of science communica-
tion: expository (e.g., “How mRNA Vaccines Work,” “Criteria for
Animal Domestication”) and narrative storytelling (e.g., “Discov-
ery of Archimedes’ Principle,” “Living and Thriving with ADHD”).
Participants were asked to imagine two specific scenarios:

For the expository text: “I have a scientific narratives. How can I
make it more engaging and interesting for an online science video?”

For the narrative storytelling text: “I have a story as online sci-
ence video narratives. How can I link it with more scientific con-
cepts and add scientific credibility?”

The length of each text averaged 297.75 words (SD = 19.64). The
complete versions of the source texts used for the editing tasks are
provided in Appendix A.3.

To ensure balanced exposure and mitigate order effects or per-
sonal topic preferences, we counterbalanced both the system order
(Equinox vs. baseline) and the text type assigned to each system.
Thus, each participant edited one expository and one narrative text
under each system condition.

Throughout the tasks, participants were encouraged to think
aloud, verbalizing their thoughts, reasoning, and feelings as they
interacted with the systems. All sessions were screen-recorded, and
system interaction logs—such as button clicks (e.g., label selections,
generate, regenerate, prompt input, combine)—were automatically
captured for the Equinox condition.

6.3 Post-Task Survey and Instruments
After completing both conditions, participants filled out a post-task
survey including standardized instruments: the System Usability
Scale (SUS)[8], NASA-TLX for workload[41], and the Creative Self-
Efficacy Index (CSI) [16], with one item adapted to: "I think this
system supported me in developing ideas or text collaboratively."

We also developed a concise co-creation survey focused on two
metacognitive constructs drawn from cognitive psychology [32, 79].
Metacognitive knowledge assesses users’ awareness of cognitive
goals (e.g., "I am aware of my writing goals during the editing pro-
cess"). Metacognitive regulation captured planning, monitoring,
and evaluation [71] (e.g., "I set specific goals for the narrative,"
"I reflect on editing strategies while using the AI tool," and "I re-
viewed the narrative to assess how well it communicated scientific
content"). These items were adapted from the Metacognitive Aware-
ness Inventory [79] and aligned with recent insights on AI-induced
metacognitive demands [86].
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Figure 10: The results of CSI questionnaire. (∗: 𝑝 < 0.05 and ∗∗:
𝑝 < 0.01). Participants rated Equinox significantly higher in
terms of "Exploration" (M = 5.13 (Equinox) vs. 3.69 (Baseline),
p = .004) and "Enjoyment" (M = 5.19 vs. 4.13, p = .039)

To assess perceived control during co-creation, we included a
brief set of items inspired by Human-AI interaction principles [93],
evaluating participants’ influence over system outputs and narrative
direction. We also assessed perceived autonomy based on Self-
Determination Theory [24], focusing on decision-making freedom,
expressive latitude, and resistance to system pressure. The full list
of items related to metacognition, perceived control, and perceived
autonomy can be found in Appendix A.4.

Finally, participants evaluated their own edits with two targeted
questions: "For the expository text, to what extent do you think you
improved its narrative engagement?" and "For the narrative text,
to what extent do you think you improved its scientific accuracy?"
All items of NASA-TLX, SUS, CSI, co-creation survey and these
two target questions used a 7-point Likert scale. Following task
completion, each participant joined a 15-minute semi-structured
interview designed to capture deeper qualitative insights into their
cognitive processes, feature usage, perceived system value, and
moments of creative difficulty or breakthrough. This interview
complemented survey responses and enriched our understanding
of user experience across both system conditions.

7 Results
We present analysis of survey responses, participants’ interactions
with Equinox (e.g., how they explored node-based revisions and
interacted with strategy labels), observations, and interviews. This
section describes participants’ overall assessment of Equinox, their
workflows, and how the system supported metacognition through
visual interaction and iterative co-editing during the writing pro-
cess.

We began by evaluating participants’ cognitive workload and
perception of usability using the NASA-TLX and SUS questionnaires
(Table 2). NASA-TLX results showed no significant differences be-
tween Equinox and the baseline across all six dimensions. This
indicates that Equinox, despite its expanded feature set, does not
impose additional cognitive burden on users. Regarding system
usability, the SUS results revealed two statistically significant dif-
ferences. Equinox was perceived as significantly more functionally

integrated (Q5, p = .003), but also as requiring more user support
(Q4, p = .031). These results suggest that while the system offers
richer and more sophisticated capabilities, it also introduces a learn-
ing curve, particularly for first-time users. Nevertheless, the overall
usability scores were comparable betweenEquinox (M = 70.78) and
the baseline (M = 68.44), indicating that both systemswere generally
regarded as usable. To further assess the creative support provided
by the system, we administered the CSI questionnaire. Participants
rated Equinox significantly higher in terms of "Exploration" (M =
5.13 (Equinox) vs. 3.69 (Baseline), p = .004) and "Enjoyment" (M =
5.19 vs. 4.13, p = .039), suggesting that the system better supported
users in exploring diverse narrative directions and made the writ-
ing experience more enjoyable. Equinox showed slightly higher
averages across all items in CSI. These results indicate that Equinox
effectively fosters idea exploration and engagement, key factors
in creative writing, without sacrificing usability or increasing user
burden. Ths results of CSI is in Figure 10.

To evaluate the system’s impact on users’ metacognitive pro-
cesses, we measured metacognitive knowledge and regulation of
participants using Equinox to revision two articles from two di-
rections. Equinox received significantly higher ratings than the
baseline on two dimensions of metacognitive regulation: RQ3- re-
flecting on one’s own strategies (M = 5.50 vs. 4.63, p = .013) and
RQ4- adjusting strategies during the editing process (M = 5.69 vs.
4.56, p = .016). These results suggest that Equinox supports users in
dynamically managing their writing strategies. For other dimen-
sions, such as identifying areas for improvement, goal setting, and
progress monitoring, Equinox also showed higher means.

In terms of perceived control and autonomy, participants rated
Equinox slightly higher across all items, especially in their ability
to RQ9- override system suggestions (M = 5.63 vs. 4.75, p = .071)
and RQ12- express their own ideas (M = 5.25 vs. 4.44, p = .070),
although these did not reach significance. These trends indicate
that Equinox fosters a stronger sense of authorship and agency in
the LLM-supported writing process.

The results of metacognition, control and autonomy are shown
in Figure 11.

As shown in Figure 12, participants generally found the Real-
time two-axis feedback function most useful (M = 5.94, SD = 1.18),
followed closely by Eight labels to choose directions (M = 5.81, SD
= 1.17) and Re-generate with customized prompts (M = 5.88, SD
= 0.81). These features were particularly appreciated for provid-
ing guidance and support during the creative process. While all
functions received relatively positive ratings (above 4.5 on aver-
age), these results suggest that our system is effective and provides
meaningful support for users’ creative workflows.

The quantitative data suggests that Equinox system effectively
enhancesmetacognitive abilities and facilitates users’ creative think-
ing through iteration on balancing between scientific accuracy and
narrative engagement. In the following sections, we provide expla-
nations based on user interaction data, qualitative feedback and
observations during the editing process to illustrate howEquinox’s
design features, especially the 2D coordinate visualization and scaf-
folding labels enhance metacognition and creativity in practice.
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Equinox Baseline Statistics
mean std mean std p-value Sig.

N
A
SA

-T
LX

[4
1] Mental Demand 4.63 1.36 4.19 1.68 .404 —

Physical Demand 3.19 1.60 2.63 0.96 .261 —
Temporal Demand 2.63 1.36 3.19 1.38 .343 —
Effort 3.94 1.39 4.44 1.79 .241 —
Performance 5.13 0.89 4.88 0.96 .372 —
Frustration 2.88 1.59 3.00 1.32 .724 —

SU
S
[8
]

Q1: use frequently 5.13 1.54 4.38 1.36 .155 —
Q2: unnecessarily complex 3.00 1.41 2.94 0.85 .899 —
Q3: easy to use 4.94 1.69 4.88 1.15 .964 —
Q4: need support 3.94 1.91 2.81 1.87 .031 ∗
Q5: function well integrated 5.13 1.26 3.44 1.36 .003 ∗∗
Q6: inconsistency 3.06 1.39 3.25 1.53 .719 —
Q7: learn to use quickly 4.88 1.59 5.06 1.44 .604 —
Q8: awkward 2.44 1.26 2.50 1.37 .927 —
Q9: confident 4.50 1.32 4.50 1.37 .812 —
Q10: need learning 3.81 1.56 3.38 1.89 .397 —
Overall Score 70.78 29.70 68.44 26.94 .729 —

Table 2: The statistic results of NASA-TLX and SUS questionnaires. (∗: 𝑝 < 0.05 and ∗∗: 𝑝 < 0.01).

Baseline

1 1 4 8 2

2 1 6 6 1

4 3 4 5

1 2 4 6 2 1

1 2 3 4 5 1

1 1 2 4 8

9 5 2

1 2 1 8 4

2 2 3 3 3 3

1 1 1 6 4 3

1 3 7 4 1

1 4 3 4 3 1

2 1 3 8 2

Equinox

2 6 6 2

1 1 1 7 5 1

2 6 6 2

1 1 4 6 4

1 3 4 6 2

1 1 5 7 2

1 7 6 2

1 2 1 4 6 2

1 1 3 9 2

1 4 2 9

2 6 4 4

1 2 6 6 1

2 5 4 5

p-value Sig.

Q1: I am aware of my writing goals during the editing process. 0.725 -
Q2: I set specific goals for what I wanted the narrative to achieve. 0.874 -

Q3: I reflect on my writing strategies or editing choices while using the AI writing tool. 0.013
Q4: I am able to adjust my writing strategies during the editing process. 0.016

Q5: I can clearly identify areas of my writing that need improvement when using the AI tool. 0.272 -
Q6: During writing, I regularly checked whether the narrative was staying on track with my intended message. 0.389 -

Q7: After writing, I reviewed the narrative to assess how well it communicated the scientific content. 1.000 -
Q8: I felt in control of the writing process while interacting with the system. 0.438 -

Q9: I was able to override or ignore the system s suggestions when I thought it was necessary. 0.071 -
Q10: I determined the direction and flow of the science narrative, not the system. 0.768 -

Q11: I felt free to make my own choices during the co-writing process with the system. 0.337 -
Q12: The system supported my ability to express my own ideas in the narrative. 0.070 -

Q13: I did not feel pressured to accept the system s suggestions. 0.359 -

strongly disagree strongly agree

Figure 11: Results of the Metacognition (Q1–Q7), Control (Q8–Q10), and Autonomy (Q11–Q13) questionnaires (p < .05 marked
with *; p < .01 with **). Significant differences were observed in Metacognition: RQ3 (M = 5.50 (Equinox) vs. 4.63 (Baseline), p =
.013) and RQ4 (M = 5.69 vs. 4.56, p = .016); marginal differences in Control: RQ9 (M = 5.63 vs. 4.75, p = .071) and Autonomy: RQ12
(M = 5.25 vs. 4.44, p = .070).

Q1: I found the function Real-time two-axis feedback (accuracy vs. engagement) useful.

Q2: I found the function Eight labels to choose directions useful.

Q3: I found the function Strategies recommendation by AI useful.

Q4: I found the function Content revision based on the recommended strategies by AI useful.

Q5: I found the function Change or update the strategy list useful.

Q6: I found the function Re-generate with customized prompts useful.

Q7: I found the function Combine content from multiple versions useful.

Q8: I found the function "Muse" reflective feedback useful.

Mean Std

1 1 2 6 6 5.94 1.18

1 1 3 6 5 5.81 1.17

1 1 6 6 2 5.38 1.20

1 2 5 6 2 5.38 1.09

2 1 4 5 3 1 4.56 1.41

6 6 4 5.88 0.81

2 5 5 4 5.69 1.01

1 1 2 8 2 2 4.88 1.45

strongly disagree strongly agree

Figure 12: Functional evaulation of Equinox.
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Figure 13: Visualization examples of segment revisions from P11, P12, and P14.

7.1 2D Coordinate Visualization for Balancing
Scientific Accuracy and Narrative
Engagement

7.1.1 Visualize the Communicative Goals The coordinate graph
serves as a persistent, actionable reference that maps abstract writ-
ing goals and tradeoffs into a tangible representation. Each node on
the graph represents a version selected by participants for evalua-
tion based on two key communicative goals: scientific accuracy and
narrative engagement. Most participants reported that the visual-
ization facilitated their ability to prioritize their revisions. As P3 put
it, "The coordinate graph is a feature that typical AI tools lack. It
keeps me from getting lost of balancing the two dimensions during
revisions." Furthermore, participants used the scores to prioritize
their focus. As P12 said, "I refer to the scores to decide which dimen-
sion I need to improve." Similarly, P6 noted, "If the two dimensions
differ too much, it reminds me to pay more attention to the other."
By externalizing implicit internal writing goals, participants were
able to engage in both self-monitoring and high-level planning.
The system tends to facilitate metacognitive regulation by allowing
users to visualize how each revision aligned with their tradeoffs,
compare iterations, and identify areas for improvement.

Participants reported using the graph’s visualization to make
informed decisions about their revisions. As P8 shared, “I can see
strengths and weaknesses by comparing the new node with the old
one; if scientific accuracy drops, I adjust accordingly in the next
generation.” P10 added, “If I want the text to be more narrative, I
just check if the engagement score of the newly generated node is
higher than the previous one before reading the content carefully.
With the baseline, I had to judge that on my own, and there was no
version comparison to help me see which one was better.” P16 also
appreciated the visualization’s clarity:

"When multiple nodes are generated by clicking
different labels, I can intuitively compare them
by observing their positions on the coordinate

axes to see their scores in scientific accuracy and
narrative engagement. This makes it easier to
interpret the differences between nodes in a clear
and direct way.".

Such visual comparisons also helped reinforce participants’ con-
fidence in their editorial decisions. As P3 explained,

"The coordinate scores serve as a valuable refer-
ence point, helping me align my edits with my
internal standards and feel more confident in the
revisions I make, as I can visually see I am on my
way to my desired direction. For example, when
I aim to improve engagement, and I see that the
engagement score increases, that reinforces my
decision.".

7.1.2 Visualization Drives Iteration The process of using the coor-
dinate axes to assess current versions along the two dimensions
constructively drove further iterations. As illustrated in Appendix
A.6(Figure 15), when attempting to add storytelling and narrative
elements to expository content, participants initially selected labels
associated with narrative engagement. However, during later itera-
tions, they often returned to labels targeting scientific accuracy in
order to restore balance.

This kind of iteration can also be observed in Figure 13. For
example, in the case of P14, when she attempted to revise a text
from a narrative storytelling version to one with more scientific
expression and explanatory content, she initially selected the label
Captivate & Immerse, along with other engagement-enhancing
labels. After fine-tuning the text at that stage using prompts, she
realized the need to further improve scientific accuracy. As a result,
she selected the Verify Knowledge label and eventually accepted
the final version. This shows how the coordinate axes helped her
take both dimensions into account and negotiate a balance between
them.
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7.2 Supporting Metacognition in LLMWriting
7.2.1 Facilitating Metacognitive Knowledge and Control through
Label-Based Scaffolding The use of structured labels supports both
metacognitive knowledge (explicit awareness of strategies) and
control (breaking down goals into manageable steps). When faced
with open-ended writing tasks, users often struggle to identify ef-
fective strategies. Without clear guidance, the process of planning
and task decomposition can feel overwhelming, especially for those
with less writing experience. By providing clear guidance and re-
ducing the effort of remembering or retrieving strategy knowledge,
labels enable users to develop a deeper understanding of their own
thought processes and take more effective actions.

As P11 described, “These eight labels give me directions; other-
wise I wouldn’t know how to begin,” illustrating how labels helped
transform an ambiguous task into a navigable one. Similarly, P5
viewed them as “hints” that sparked new ideas for enhancing text en-
gagement. These labeled entry points externalized editorial heuris-
tics, allowing users to shift from general intentions to concrete
strategies. In addition, the system also reduced the effort to remem-
ber or retrieve the knowledge of the strategies. As P7 remarked,
“With the baseline, I’d be too lazy to dig through an Excel sheet for
strategies. Here, they’re just packaged.” P16 added, “I don’t need
to remember what each function does. I just click and go—these
labels offer a clear framework.”

Beyond easing metacognitive demands related to strategy choice
and task decomposition, the labels also encouraged users to break
habitual patterns and reflect on alternate approaches. “It gave me
methods I hadn’t considered,” said P12. “I used to edit habitually, but
this nudged me toward new directions.” This indicates how struc-
tured cues also served as catalysts for metacognitive control—users
were not only executing known strategies, but also experimenting
with new ones.

7.2.2 Improving Metacognitive Monitoring through "Muse" Reflec-
tive Feedback By leveraging feedback and prompting metacognitive
monitoring, Muse helps its users develop a deeper understanding
of their own thought processes and apply that knowledge to im-
prove their writing. Effective metacognitive monitoring involves
not just executing strategies, but noticing what is missing, what is
working, and how one’s understanding is evolving. Muse provides
users with reflective feedback that functions as a metacognitive
mirror, helping them recognize overlooked patterns and strengths
in their writing.

P1 recalled such a moment while revising an explanation of
Archimedes’ principle: “A metaphor suggested by Muse struck me:
the idea that buoyant force is equal to the displaced water’s weight,
much like the balanced arms of a scale. This visual analogy illumi-
nated the concept for me.” Such moments support both evaluation
(assessing one’s output) and awareness (recognizing conceptual
gaps), which are core aspects of metacognitive monitoring. This
feedback also prompted the internalization of new editorial strate-
gies. Similarly, P15 noted, “I started using strategies I hadn’t tried
before, and I remembered to use them again.” These quotes sug-
gest that system feedback helped convert momentary insights into
lasting metacognitive knowledge.

Several participants described moments where the feedback
didn’t just help with one revision but reframed how they thought

about writing more broadly. As P6 said, “I started seeing where I
tend to do well or poorly. Muse pointed out strengths I didn’t even
realize I had.” This aligns with prior findings on self-monitoring:
users must develop an awareness of their own tendencies before
adjusting them. As P10 explained, “With more guidance during re-
vision, I felt like I was internalizing a way of thinking. Even without
the system, I’d know how to approach future writing.”

This finding aligns with the quantitative results that Equinox
supports more on "reflecting on my writing strategies and choices
" (M = 5.5 (Equinox) vs. 4.63 (Baseline), p = .013) (Figure 11 Q3)
compared with the baseline.

7.2.3 Fostering Metacognitive Flexibility: Supporting Parallel Com-
parison and Exploration The system provides participants with a
high degree of flexibility in revision, enabling them to explore mul-
tiple directions in balancing narrative engagement and scientific
accuracy, while also supporting fine-tuned adjustments within a
chosen axis. In contrast to the baseline system, which enforces a lin-
ear revision process, this canvas-based interface facilitates parallel
comparison and ongoing exploration.

Participants described their interaction with the system as play-
ful and exploratory. As P11 reflected, “I wanted to see how different
strategies under the same label changed the output, so I generated
multiple versions. It gave me room to play and test.” The system
minimized cognitive and temporal overhead, allowing for a low-
stakes, high-feedback interaction that encouraged curiosity and
iteration.

Participants highlighted the value of viewing multiple alterna-
tives simultaneously. As P6 noted, “These labels give me several
options with different focuses at the same time in the canvas. I can
choose one version to develop further and still return to earlier
iterations after generating new branches.” This non-linear work-
flow allowed for reflective comparison and discouraged premature
commitment to a single version.

Moreover, the system occasionally served as a catalyst for un-
expected creativity. In one case, P11 recalled selecting the label
“enhance understanding,” which led to the automatic insertion of a
metaphor: “That metaphor was so on-point, I hadn’t even thought
about that kind of revision before.” Such moments illustrate the
system’s potential to support conceptual innovation, introducing
rhetorical strategies beyond users’ initial expectations.

These findings aligns with the quantitative data that participants
rated Equinox offer more flexibility to "adjust my writing strategies
during the editing process" (M = 5.69 (Equinox) vs. 4.56 (Baseline), p
= .0016)(Figure 11 Q4) and give more supportive of exploration sup-
port to generate "diverse ideas and outcomes " (M = 5.13 (Equinox)
vs. 3.69 (Baseline), p = .004) (Figure 10 Exploration) compared to
the baseline.

7.3 User Expectations for the Future of Equinox
7.3.1 The Tension Between Guidance and User Judgment Partici-
pants described how the system’s visual and scoring feedback may
influence their evaluation practices in subtle ways. While the coor-
dinate axis enabled intuitive comparisons between revisions, some
participants noted that the visibility and immediacy of scores could
reduce their depth of textual engagement. As P4 reflected, "I out-
sourced a large part of the thinking process to the AI. It’s faster
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and more efficient, but I also tend to think less carefully about the
output as I trust the score results more than I did with the baseline."

Others expressed a degree of caution about over-relying on the
scores. P16 noted that while the visual feedback was useful, "the
scores are indicative rather than definitive. They sometimes do not
reflect the actual quality of the generation and still require human
judgment." Concerns about the interpretability of scoring were also
raised. As P14 said, "Sometimes I don’t know what an increase in
score actually means. I can’t tell whether each label contributes
differently to the score or what specific content led to a higher
score. I want to understand the logic behind the numbers."

These reflections suggest a potential tension: while the system
offers accessible and actionable feedback, its effectiveness depends
on users’ ability to critically interpret the signals rather than accept
them at face value. The interpretability of the scores also needs to
be improved, as indicated by some participants.

7.3.2 Experienced Writers Seek More Flexible and Customizable
Labels While the fixed label set was seen as a helpful starting point,
some experienced users felt it could be expanded to better support
their advanced needs. P3, a seasoned science communicator, shared:
"The eight labels are a solid foundation, but I would appreciate
a broader set to support more diverse explorations." P1, P3, P2,
and P14, all of whom are experienced science communicators or
experienced writers, expressed interest in more customizable labels,
such as they can combining or tailoring underlying strategies to
form customized labels to align more closely with their specific
goals. P14 also noted, "In addition to the current style-focused labels,
it would be helpful to include others that target areas in writing
revision like grammar or tone." This indicates a demand for labels
that can be tailored to individual needs.

7.3.3 Muse as a Future Co-Editor While participants appreciated
what Muse could already do, many imagined what it might be-
come. P2 wanted more real-time dialogue: “I wish it were more
interactive—like chatting with someone who helps me reflect as I
go.” P14 hoped for more adaptability: “The more I use it, the more
I want it to understand how I write and suggest things based on
that.” Others wished for more precision in the feedback. “Right
now, Muse gives high-level suggestions,” one participant said. “But
it’d be more useful if it could point to which step or decision was
strong or weak, and explain why.” These comments suggest that
participants saw Muse not just as a tool for generating or revising
text, but as a partner that could grow with them—learning their
writing style, giving relevant feedback, and helping them refine
how they think through revisions.

8 Discussion
8.1 How Dual Mechanisms of Support Promote

Metacognition in LLM-Assisted Writing
Following the dual-path framework proposed by Tankelevitch et
al. [86], this section examines how Equinox supports metacogni-
tive engagement in LLM-assisted writing through two comple-
mentary mechanisms. The first path focuses on improving users’
metacognitive abilities by scaffolding core reflective processes such
as planning, monitoring, and strategic control. The second path ad-
dresses the need to reduce metacognitive demand, by redistributing

evaluative effort to the interface through visual cues and interac-
tion design. These pathways—strengthening ability and relieving
burden—work together to enable more deliberate, confident, and
cognitively sustainable writing practices.

8.1.1 Fostering Metacognitive Capacities through Visual Feedback
and Strategy Scaffolding Rather than merely assisting with text
generation, the dual-axis coordinate design of Equinox helps users
developmetacognitive capacities—including self-awareness, task
decomposition, and evaluative control—through structured scaf-
folding. This corresponds to what Tankelevitch et al. [86] define
as "metacognitive support strategies," which aim to improve the
user’s own ability to plan and manage their thinking.

Equinox’s strategy labels further scaffold rhetorical decision-
making by helping users break down abstract goals into concrete,
achievable editing directions. This decomposition avoids the ambi-
guity often encountered when users must convey their intentions
solely through free-form prompts, which can be misinterpreted or
too vague for targeted revision [97]. By prompting users to select
high-level revision intents—such as enhancing understanding or
increasing credibility—the system structures revision into discrete,
traceable moves that reflect intentional rhetorical planning. This
not only reduces the cognitive load of spontaneous strategy formu-
lation, but also supports users in articulating and pursuing their
communicative objectives with greater clarity.

Beyond individual iterations, the revision tree invites reflective
comparison and experimentation across versions. Users are encour-
aged to explore, return, and recombine edits, supporting metacog-
nitive flexibility [82]. This not only reinforces adaptive control and
pattern recognition across revisions, but also nurtures creativity
by inviting contrastive reasoning—seeing how different strategies
shape different rhetorical effects. In sum, Equinox cultivates an en-
vironment where users engage not only in writing, but in learning
to manage their writing process more consciously.

8.1.2 ReducingMetacognitive Demands through Innovative Interface
While scaffolding fosters user’smetacognitive capacities,Equinoxalso
reduces the cognitive cost of metacognition by embedding reflective
structures directly into the interface. In line with Tankelevitch et
al.’s [86]second pathway—reducing metacognitive demand through
innovative interface design—this approach transforms high-effort
reflection into low-friction visual interpretation.

The coordinate axis enables ambient feedback about the quality
of outputs in relation to abstract tradeoffs during the revision pro-
cess. Instead of evaluating outputs through close reading, users can
rely on spatial cues to assess performance and decide next steps.
This supports epistemic efficiency—using external structures to
reduce internal computation—and enables rapid goal reorientation
when attention or working memory is limited [85]. The revision
lattice complements this by affording parallel comparison. Rather
than tracking edits linearly, users can scan, contrast, and priori-
tize among alternatives without serial judgment. This fosters more
confident decision-making and reduces the perceived ambiguity of
LLM outputs—especially when exploring unfamiliar revision direc-
tions. Moreover, users employed heuristic zones on the coordinate
graph to guide confidence and stopping decisions. This suggests
that offloading can support not just immediate assessment, but also
self-regulatory boundaries, allowing users to recognize when a
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revision is “good enough.” Importantly, however, this redistribution
of cognitive labor shifts the nature of reflection: from deliberate
strategy execution to more intuitive, score-guided navigation.

This shift is not without risks. When system feedback becomes
too legible or directive, users may defer too readily to system judg-
ment, narrowing their engagement with content or limiting deeper
evaluation. Indicated by our results, some uncertainty also remains
around how scores are generated and how they relate to actual tex-
tual quality, revealing a persistent tension between efficiency and
interpretability. While many users found the scaffolding helpful for
clarifying revision direction—particularly when uncertain—there
were also calls for greater customizability. Experienced creators,
in particular, sought more flexible and composable strategy labels
to better express their rhetorical intent. This resonates with prior
frameworks that highlight the dual-edged nature of customizabil-
ity [86]: it can empower user control, but also complicate guidance
if not carefully managed, especially for novice users. It’s not a sim-
ple decision and should be tailored and differentiated based on the
user’s confidence and expertise [14].

Future iterations may strengthen this balance by enabling tighter
coupling between strategy labels and coordinate feedback—for ex-
ample, making visible how specific rhetorical moves impact dif-
ferent evaluation dimensions. Enhancing the interpretability of
scores and making underlying evaluation logic transparent could
help users better calibrate trust and refine their editing decisions.
Furthermore, expanding the label system to include customizable
modules for broader writing strategies, such as grammar correc-
tion, tone adjustment, or evidence elaboration, would support more
diverse workflows while preserving the benefits of strategic scaf-
folding. In this way, Equinox points toward a future where LLM
writing tools not only support cognition, but evolve in tandem
with it, enabling co-authorship that is both adaptive and deeply
intentional.

8.2 How Spatial Visualization Facilitates
Strategic and Exploratory Use of LLMs in
Writing

8.2.1 From Sequential Drafting to Spatial Thinking: Rethinking LLM
Writing Interactions As LLM writing tools become increasingly
embedded in writing workflows, a persistent limitation is their
reliance on linear, single-threaded interaction [81, 84]. Most sys-
tems guide users through sequential drafts, offering limited support
for exploring multiple directions in parallel or revisiting earlier
ideas with strategic intent. Even when some tools enable parallel
exploration by generating multiple versions simultaneously, they
typically lack a structured scaffolding framework to facilitate mean-
ingful co-creation with the LLM. Moreover, they do not provide
visual, real-time feedback on how each version progresses toward
distinct writing goals.

Our design addresses this gap by introducing a coordinate-based
visualization system that maps revisions along interpretable axes to
balance scientific accuracy and narrative engagement. Writers are
not just reacting to LLM output; they are shaping a landscape of
rhetorical possibilities. The system enables easy generation, compar-
ison, and synthesis of divergent drafts, supporting a more deliberate
and strategic writing process. In user studies, participants described

using the visualization to spread out their thinking and retrieve
prior edits when exploring new rhetorical strategies. Crucially, this
exploratory functionality is grounded in cognitive and learning
sciences.

Modular and extensible, the design holds strong potential as
a core component in the toolbox of LLM-based writing products.
Rather than prescribing fixed goals or workflows, it can invite
users to define their own axes of evaluation—enabling visualization
of choices and trade-offs across diverse writing scenarios. This
flexibility empowers users to engage in parallel thinking and make
more intentional, informed decisions with LLM outputs to meet
their writing goals, whether in academic, creative, or collaborative
contexts. As part of a larger ecosystem, it lays the groundwork for a
new generation of writing tools centered on strategic, user-directed
co-creation.

8.2.2 Toward a Generative Canvas: Expanding the Design Space of
Coordinate-Based Writing The underlying coordinate-based inter-
action paradigm holds broader potential for domains that demand
more flexible, exploratory authoring creative support. In contexts
such as fiction, poetry, or screenwriting, where goals like emotional
resonance, narrative pacing, or stylistic novelty are prioritized, the
coordinate space can serve as a dynamic interface for decision-
making when co-creation with LLM. We outline six key design
considerations for extending this paradigm. Together, these themes
reimagine writing not as a linear pipeline but as a spatial, interactive
canvas for thought and transformation. As authoring tools evolve,
such paradigms may offer more expressive and cognitively aligned
experiences for human-AI collaboration. Figure 14 visualizes the
design space of Coordinate-Based Writing.

Score-Aligned Drag-to-Generate Revisions (A) Users can re-
vise their text by simply dragging a version’s node to a different
point on the coordinate graph—such as increasing clarity from 60
to 90. The system then generates a new version that reflects this
target score. This interaction makes the link between evaluation
and revision more intuitive, letting users improve text quality just
by moving a point, instead of writing a new prompt.

Hierarchical and Multi-Resolution Coordinate Spaces (B)
Beyond flat representations, coordinate systems can be expanded
into hierarchical structures. A user could zoom into a node to reveal
a sub-coordinate space, enabling exploration ofmicro-revisions (e.g.,
different phrasings or sentence structures) within broader narrative
shifts. This layered interaction supports both high-level planning
and low-level editing in a unified spatial framework.

Flexible Axis Definition and Reconfiguration Multidimen-
sional Coordinate Axes (C)Users can dynamically define or switch
between different coordinate axes, adapting the interaction to evolv-
ing writing needs. For example, in addition to narrative tone and
clarity, axes could reflect orthogonal dimensions such as gram-
mar correctness, sentence length, or reader engagement. Multi-
dimensional and even 3D coordinate spaces can accommodate di-
verse writing goals without being bound to genre-specific tem-
plates.

Direct Manipulation and Multi-Selection Editing (D) In-
spired by design tools like Photoshop, users could directly manipu-
late one or more nodes together, selecting, dragging, or aligning
them in bulk. Adjustments via sliders or handles could apply to
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Figure 14: Visualization of coordinate-based interaction
paradigms that re-imagine writing as a spatial and temporal
iteration process

a single node or across a group, enabling global transformations

(e.g., increasing all selected nodes’ formality) or fine-tuned batch
editing.

Reconfigurable Temporal and Cognitive Mapping (E) Axes
can be redefined across time as the writer’s focus shifts. For ex-
ample, after completing structural edits, a user may redefine axes
to evaluate rhythm and grammar. Older nodes can be remapped
within new axis contexts, making the coordinate space a living
archive of intent and cognition over time.

Collaborative Authoring in Shared Spatial Contexts (F) The
coordinate interface enables structured collaboration by allowing
multiple contributors to work in parallel across different regions of
the space. Each contributor’s inputs can be visualized dimension-
ally, facilitating merge, comparison, and synthesis. The coordinate
tool can also integrate as a plugin into existing writing platforms,
enabling co-creation without workflow disruption.

8.3 Limitation and Future Work
We describe several limitations in the study to define the scope of
our findings clearly and motivate future work.

Lack of Evaluation on Text Quality and Communication Effec-
tiveness One limitation of the current study is the absence of a
systematic evaluation of the generated texts. While the system
produces revised versions of scientific narratives, we did not as-
sess whether these revisions lead to improvements in quality for
science communication purposes. Future studies could investigate
whether the generated texts are more engaging, whether they en-
hance the perceived accuracy of the information, or whether they
facilitate better knowledge retention among audiences. Objective
and subjective measures, such as engagement metrics, audience
feedback, and comprehension tests, could be employed to evaluate
the effectiveness of the texts in real-world science communication
settings.

Evaluation Dependency on Proxy Scores Although Equinox pro-
vides real-time feedback on scientific accuracy and narrative en-
gagement, this feedback is generated by a model trained on proxy
metrics (e.g., perceived credibility and engagement fromnon-experts).
While useful, these proxies may not fully capture the nuance of
effectiveness in real-world science communication. Actual audience
reactions in diverse contexts (e.g., classroom learning vs. YouTube
videos) may differ from model predictions. Therefore, the reliabil-
ity and generalizability of the scoring system should be validated
further.

Additionally, this work has common methodological limitations
including the short-term nature of system testing which may not
reveal long-term adoption patterns, and the relatively homogeneous
participant demographics that may not represent all potential user
groups. Future work will aim to address the previously mentioned
and these limitations through more comprehensive evaluations.

9 Conclusion
We presented Equinox, a writing interface that foregrounds visual
exploration and iterative refinement to support science commu-
nication. Through a dual-axis visualization and strategy-guided
revision workflow, the system helps users navigate the trade-off
between scientific accuracy and narrative engagement. Our study
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shows that this visual and iterative approach enhances metacog-
nition and encourages creative exploration. Equinox demonstrates
how real-time visualization can support iterative revision with LLM
toward communicative goals.
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A Appendix
A.1 Specific Strategies for Science Communication Writing

Table 3: Design Space for Science Communication Writing

Category Strategy Definition Label

Scientific
Accuracy

(1) Layered Transitions [54, 61,
76, 90]

Use multiple transition words or phrases (e.g., "but," "and," "therefore")
within a short span to emphasize logical shifts and contrasts.

4

(2) Rigorous Source
Verification [4, 54, 74]

Cross-check scientific claims and data against reliable, peer-reviewed
sources to ensure accuracy.

3

(3) Step-by-Step
Explanation [5, 54]

Introduce the core idea first and then progressively add background
details, creating a structured learning process.

2, 4

(4) Acknowledge
Uncertainties [69]

Transparently discuss uncertainties, potential biases, or limitations in
data and models to build credibility.

1, 2

(5) Consistent
Terminology [55]

Use the same terminology throughout the content to maintain clarity
and avoid confusion.

1

(6) Citations & Quotes [4, 29] Integrate citations and direct quotes seamlessly to enhance credibility
while maintaining narrative flow.

3

(7) Everyday Events to
Scientific Insights [5, 55]

Automatically identify and link theories or knowledge to real-world
events or stories mentioned in the text.

2, 3

Narrative
Engagement

(8) Question-AnswerHook [30,
44, 56]

Ask a direct question and provide an immediate answer to introduce
key concepts clearly and concisely.

5, 6, 7

(9) Reflection Question [30] Ask a thought-provoking question that does not require an immediate
answer, encouraging reflection and reinforcing key concepts.

5, 7, 8

(10) Suspense-Driven
Reveal [98, 104]

Present a question, problem, or scenario at the beginning and delay its
resolution to sustain curiosity.

5, 7

(11) Use metaphors [27, 30, 55] Convey unfamiliar concepts by drawing analogies to more familiar
ones.

5, 6

(12) Inject humor [39] Use playful language or puns to make the content more engaging and
enjoyable.

5, 8

(13) Add real-world support-
ing examples [57, 59]

Illustrate abstract concepts using relatable, real-world examples. 5, 6

(14) Add stories [20, 21, 59] Use narratives with characters, settings, and plot progression to enhance
engagement and memorability.

5, 6, 8

(15) Add an imagery
description [3, 30, 38]

Use vivid, sensory details to help the audience visualize concepts. 5, 6

(16) Create negative emphasis
for focused attention [30, 38,
44, 65]

Highlight extreme negative outcomes to intensify focus and reinforce
key lessons.

5, 8

(17) Make positive emotion to
expand action repertoire [30,
35, 38, 65, 75, 94]

Use uplifting messages, particularly in conclusions, to inspire optimism
and motivation.

5, 8

(18) Simplify and abstract
language [45, 49, 106]

Rephrase complex scientific terminology or detailed descriptions into
more general, accessible language without compromising core accuracy.

1, 6

(19) Clarify Key Terms [65, 76] Define complex or specialized terms at the beginning to establish a
shared understanding.

1, 6

(20) Key Point Recap [30, 65,
87]

Summarize the main points concisely at the conclusion of the content
to reinforce memory retention.

1, 4, 6

Both

(21) Repeat key point(s) or
question(s) [6, 48]

Reinforce key concepts by strategically repeating crucial terms or ques-
tions.

1, 6

(22) Emphasize with
Numbers [33, 99]

Connect scientific discussions to real-world recent news or trends to
enhance relevance and engagement.

1, 2, 3, 8

(23) Strengthen the Connec-
tions Between Content [61, 90]

Ensure smooth transitions between related ideas by using bridging
statements or contextual links.

4, 6

(24) Present Balanced
Views [55]

Provide both supporting evidence and counterarguments to present a
well-rounded discussion.

2, 6

(25) Tie Science to Current
Events [5, 55]

Connect scientific discussions to real-world recent news or relavant
stories.

3, 5, 6

*Lable:Scientific Accuracy Effects: 1. Articulate Precisely; 2. Elaborate Thoroughly; 3. Verify Knowledge; 4. Maintain Logical Consistency
Narrative Engagement Effects: 5. Captivate & Immerse; 6. Enhance Understanding; 7. Inspire Curiosity; 8. Evoke Emotion
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A.2 Rating Model Construction
Our primary goal in constructing the coordinate axis is to simulate audience feedback so that users can receive real-time evaluations.
Therefore, we collected real user feedback on texts with varying characteristics to fine-tune a LLM that can provide scores during the
real-time writing process.

Dataset ConstructionWe first built a dataset of popular science texts containing 45 texts(example in sectionA.2.1) from five commonly
seen science communication topics: psychology, economics, geography, history, and physics. For each topic, there are nine texts; three each
of long (300 words), medium (150 words), and short (50 words) formats; representing three typical levels of revision granularity in science
communication. Within each length category, we included three different levels of narrative transformation: (1) purely expository scientific
texts(Expository), (2) fully narrative story-like texts(Story), and (3) an intermediate "infotainment" style(Medium), which is an ideal format
in popular science that maintains scientific accuracy while incorporating narrative strategies from our design space. All texts were revised
by an expert with two years of experience in science communication writing

Score Collection We designed a survey to collect ratings for these texts on two dimensions: Narrative Engagement and Scientific Accuracy,
two main communication goals in popular science [19]. For Narrative Engagement, we used five subscales: Narrative Presence, Emotional
Engagement, Narrative Understanding, Curiosity, and General Narrative Engagement, a survey developed by prior work [11]. For Scientific
Accuracy, given the lack of mature scales, we measured five dimensions inspired by standards for scientific texts from previous research [19]:
Conceptual Clarity, Plausibility, Completeness, and Factual Correctness. When it comes to scientific accuracy, our focus is more on the
audience’s subjective experience during reading rather than an objective verification of accuracy. Since readers vary in their background
knowledge, what we emphasize is not just factual correctness, but the perceived trustworthiness of how the content is presented — that is,
how reliable and credible the text appears to them The full questionnaire can be found in the section .

Participants First, we recruited three experts (each with more than one year of experience in creating science narratives) to rate the texts.
After rating, they discussed and jointly established a scoring rubric, including benchmarks for each score range from 0 to 10. Next, we
recruited 27 participants interested in science communication. We invite experts to establish standards as a reference point for audience
ratings, in order to reduce variance in their subjective evaluations of the text. The criteria established by experts are in the Appendix A.2.3.

Survey Results The distribution of scores for the 45 texts is displayed in the Figure 9. It is shown that story-like texts tend to elicit higher
narrative engagement but exhibit lower scientific accuracy. In contrast, expository texts maintain higher scientific accuracy at the expense of
engagement. The infotainment style appears to strike a balance between the two. Additionally, longer texts generally perform better in both
dimensions, whereas shorter texts show lower overall scores, likely due to limitations in content depth and development.

Final Model Fine-Tuning For each text, we first computed the average score across the five questions within each of the two dimensions
and then averaged these scores across all 27 participants. To match the 0–100 scale of the final coordinate axis, the scores were scaled by a
factor of 10. These scaled scores (representing the two dimensions) served as the output, while the corresponding text and the expert-defined
criteria used as reference formed the input.

During the development phase, we adopted a small-sample fine-tuning strategy to customize GPT-4o for our domain-specific application.
This approach, which leverages a relatively limited number of high-quality training examples, has been shown to be both efficient and
practically effective in enhancing model performance on specialized tasks 5. We prepared and uploaded the curated dataset through OpenAI’s
official platform and used their fine-tuning API to tailor GPT-4o. The resulting customized model served as the backbone of our scoring
system.

A.2.1 Example of Content
Please view thematerials via this anonymous link: https://cryptpad.fr/doc/#/2/doc/view/7V7gS5xcQdZwo0mLeBbfiQe6HEgU+02HqdaupBV9tA0/

A.2.2 Survey used for gathering audience feedback
Please view the survey via the anonymous link: https://cryptpad.fr/doc/#/2/doc/view/XfWs-wD3qmBXSnEC0YqM9EZg2GO++H2RJYUqyrcvj1I/

A.2.3 Score Criteria
Please view the criteria via this anonymous link: https://cryptpad.fr/doc/#/2/doc/view/uNMusLpCPWGwzqKWi04F0TY+20nW2hnG1NkS1V2BHB4/

A.3 Materials used for experiment
Please view thematerials via this anonymous link: https://cryptpad.fr/doc/#/2/doc/view/Q3Jhj+HhzHtt9zYqyF0Sv4mziQYBp6oWl43a84Gqmeg/

5https://platform.openai.com/docs/guides/fine-tuning?utm_source=chatgpt.com
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A.4 Survey
Part 1: Metacognition

Metacognitive Knowledge: This pertains to an individual’s awareness and understanding of their own cognitive processes and strategies
Q1: I am aware of my writing goals during the editing process.
Strongly Disagree 1 2 3 4 5 6 7 Strongly Agree

Metacognitive Regulation: This involves the active management of one’s cognitive processes through planning, monitoring, and evaluating
Q2: I set specific goals for what I wanted the narrative to achieve.
Strongly Disagree 1 2 3 4 5 6 7 Strongly Agree

Q3: I reflect on my writing strategies or editing choices while using the AI writing tool. (Indicates real-time assessment of strategy
effectiveness.)

Strongly Disagree 1 2 3 4 5 6 7 Strongly Agree

Q4: During writing, I regularly checked whether the narrative was staying on track with my intended message.
Strongly Disagree 1 2 3 4 5 6 7 Strongly Agree

Q5: I can clearly identify areas of my writing that need improvement when using the AI tool.
Strongly Disagree 1 2 3 4 5 6 7 Strongly Agree

Q6: After writing, I reviewed the narrative to assess how well it communicated the scientific content.
Strongly Disagree 1 2 3 4 5 6 7 Strongly Agree

Q7: I am able to adjust my writing strategies during the editing process.
Strongly Disagree 1 2 3 4 5 6 7 Strongly Agree

Part 2: Control (Control: )
Q8: I felt in control of the writing process while interacting with the system.
Strongly Disagree 1 2 3 4 5 6 7 Strongly Agree

Q9: I was able to override or ignore the system’s suggestions when I thought it was necessary.
Strongly Disagree 1 2 3 4 5 6 7 Strongly Agree

Q10: I determined the direction and flow of the science narrative, not the system.
Strongly Disagree 1 2 3 4 5 6 7 Strongly Agree

Part 3: Autonomy (Autonomy: )
Q11: I felt free to make my own choices during the co-writing process with the system.
Strongly Disagree 1 2 3 4 5 6 7 Strongly Agree

Q12: The system supported my ability to express my own ideas in the narrative.
Strongly Disagree 1 2 3 4 5 6 7 Strongly Agree

Q13: I did not feel pressured to accept the system’s suggestions.
Strongly Disagree 1 2 3 4 5 6 7 Strongly Agree
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A.5 Participants demographic information
.

ID Age Gender Education Science Communication AI Writing Use Writing Confidence Occupation

1 26 Male Postgraduate Experienced Creators Occasionally Confident (a)
2 27 Male Postgraduate Expert Daily Confident (a), (b), (c), (d)
3 26 Male Postgraduate Experienced Creators Daily Confident (b), (d)
4 25 Female Postgraduate Experienced Creators Daily Confident (a), (b), (c)
5 24 Male Postgraduate Experienced Creators Daily Confident (a)
6 28 Female Postgraduate Senior Audience Weekly Neutral (a)
8 28 Male Postgraduate Senior Audience Occasionally Neutral (a)
7 29 Female Higher than postgraduate Experienced Creators Daily Confident (a), (b)
9 31 Male Postgraduate Experienced Creators Weekly Neutral (a)
10 24 Female Postgraduate Experienced Creators Occasionally Confident (a), (c)
11 29 Female Postgraduate Experienced Creators Weekly Neutral (a)
12 26 Male Postgraduate Experienced Creators Weekly Neutral (a)
14 27 Male Postgraduate Experienced Creators Daily confident (a), (b)
15 24 Female Postgraduate Senior Audience Weekly Neutral (a)
16 30 Male Postgraduate Experienced Creators Weekly Neutral (a)

Occupation: (a) PhD Student / Postdoctoral Researcher/University Faculty / Researcher;
(b) Science Journalist / Media Producer;
(c) Educator / Teacher;
(d) Online science Content Creator (e.g., YouTube, Blog, TikTok, etc.)

A.6 User Interation data

P1

P2

P3

P4

P5

P6

P7

P8

P9

P10

P11

P12

P13

P14

P15

P16

Expository to Narrative

P1

P2

P3

P4

P5

P6

P7

P8

P9

P10

P11

P12

P13

P14

P15

P16

Narrative to Expository

1: add to current canvas
2: add to new canvas

3: confirm
4: Scientific Accuracy lables

5: Narrative Engagement lables
6: adjust strategies

7: add prompt
8: Muse

9: apply
10: edit text

Figure 15: Visualization of interaction behaviors from 16 participants across two revision directions.

A.7 Prompts
A.7.1 Recommender

The blue word will be replaced by input information.
25



2901

2902

2903

2904

2905

2906

2907

2908

2909

2910

2911

2912

2913

2914

2915

2916

2917

2918

2919

2920

2921

2922

2923

2924

2925

2926

2927

2928

2929

2930

2931

2932

2933

2934

2935

2936

2937

2938

2939

2940

2941

2942

2943

2944

2945

2946

2947

2948

2949

2950

2951

2952

2953

2954

2955

2956

2957

2958

UIST ’25, September 8 – October 1, 2025, Haeundae, Busan, Korea Anon.

2959

2960

2961

2962

2963

2964

2965

2966

2967

2968

2969

2970

2971

2972

2973

2974

2975

2976

2977

2978

2979

2980

2981

2982

2983

2984

2985

2986

2987

2988

2989

2990

2991

2992

2993

2994

2995

2996

2997

2998

2999

3000

3001

3002

3003

3004

3005

3006

3007

3008

3009

3010

3011

3012

3013

3014

3015

3016

# Base prompt
You are an expert in science communication narrative text revision and strategy recommendation.
Your task is to analyze the given text and recommend effective strategies to improve it.

# Order prompt
Step 1: Analyze the Text.
Position: Identify where the selected text {text} appears in the {overall_content}.
Granularity: Determine whether the text consists of sentences, paragraphs, or a complete document.
Core Message: Extract the key ideas that must be preserved and effectively conveyed in text.

Step 2: Select Strategies Review the available strategy list {strategy_info},
including their definitions, examples, and usage instructions.
Choose a set of strategies that align with the text's characteristics and modification goals.
Ensure the selected strategies are compatible when combined.
Consider multiple ways to apply the strategies for improvement.
Only choose strategies mentioned above, and use them appropriately.
Provide {generated_number} different versions, each using distinct or complementary strategy sets.
These different versions should use different strategies, preferably with varied combinations of strategies.

Step 3: Output the Strategy List Return the strategy selection in JSON format with multiple versions:
{
"Version1": [ "Strategy_A", "Strategy_H", "Strategy_J", "Strategy_B"],
"Version2": [ "Strategy_F",..., "Strategy_E"],
...,
"Version_number": [ "Strategy_G", "Strategy_M",..., "Strategy_C",...,"Strategy_D"]
}
Do not include any extra commentary or explanation outside the JSON.
Let's think step by step.

A.7.2 Generator
The blue word will be replaced by input information.
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Generate new text based on user selected goals

# Order prompt
You are an expert in science communication narrative strategy.
Your task is to revise the given text using the recommended strategies and provide a concise overview of how the
strategies were applied.

Step 1: Review the Strategy List
- Read the strategy list {strategy_info}, including each strategy's definition and how it is typically used.

Step 2: Apply all the Strategies mentioned in the strategy list to the Text: {text}.
Even if the original text already contains elements that align with the strategy, enhance it further based on how the
strategy should be applied.
Also, consider the position of the given text in the whole context {overall_content}.
Make the changed text coherent with the context.

Step 3: Summarize the Application
- Summarize how each selected strategy was applied.
- Keep the summary concise and short to indicate what specific changes have been made using separate strategies.

Step 4: Do not omit or alter any important information from the original text, but ensure that the generated text is
distinct from the original.

Step 5: If the content is primarily narrative in nature, supplement it with scientifically grounded explanations,
relevant data, or reliable sources to enhance credibility and depth.

Step 6: Output the Result Return a JSON with the following structure:
{
"strategies": ["Strategy_A",...,"Strategy_B", "Strategy_C", "Strategy_D"],
"summary": "Summarize how each strategy was applied and what specific changes were made to the content based on each

strategy. Example: Changed 'Photosynthesis is the process plants use to make food.' to 'What if plants
could teach us how to turn sunlight into fuel? Focus only on the changes from the previous version.'",

"newText": "Modified version of the text. Even if the original text already contains elements that align with
the strategy, enhance it further based on how the strategy should be applied."

}

Do not include any extra commentary or explanation outside the JSON.
Let's think step and step.
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Regenerate new text based on user feedback

# Order prompt 1
You are an expert in science communication and text refinement.
Your task is to modify the given text based on the provided instructions.
Step 1: Analyze the Input- Review the current text: {text}.

# Order prompt 2

Step 2: Remove the strategies, and the definitions is {strategy_info}.
Please modify the text by canceling the updated strategies while maintaining clarity and coherence.

# Order prompt 3
And please adjust the text according to the given instructions {user_prompt} from user while preserving its original meaning.
Adjust and modify the generated content completely based on the feedback from users

# Order prompt 4
Ensure that modifications enhance engagement, readability, and scientific accuracy.
- Maintain logical flow and avoid excessive lengthening or shortening of the text.

Step 3: Output the Updated Version Return the improved text in JSON format as follows:
{
"summary": "How the new generated version is different from the previous version",
"newText": "This is the refined version of the text, updated based on the strategy changes and/or custom prompt."
}
Make sure the newText is different from the original text.
Ensure that the JSON is properly formatted and contains no extra text.

Combine multi modified texts

# Order prompt
Step 1: Analyze the Input Texts
- Examine the content of texts {combine_test_list}.
- Identify the core scientific message of both.
- Extract the strategies used for each text from their strategy: {combine_trategy_list}.

Step 2: Integrate Strategies and Content
- If both texts use similar strategies, reinforce those elements for greater impact.
- If different strategies are used, merge them effectively.
- If text1 focuses on clarity(simplifying complex terms) and text2 focuses on engagement (adding analogies).

integrate both elements.
- Ensure logical flow, avoiding abrupt shifts in tone or complexity.
- Keep the overall length nearly unchanged while ensuring coherence.

Step 3: Output the Combined Version Return the final output in the following JSON format:
{
"summary": "Summarization of how these different versions have combined together",
"newText": "This is the final merged version of text1, text2 and text X"
}
Ensure that the JSON is properly formatted and contains no extra text.

A.7.3 Scorer
The blue word will be replaced by input information.
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# Base prompt
You are an engaging audience for science communication.
Given a narrative, evaluate it on two dimensions: (1) Narrative Engagement and (2) Scientific Accuracy.
using the detailed scoring rubrics below.
Provide a numerical score from 0 to 100 for each dimension, along with a brief explanation justifying your rating.

Dimension 1:
Narrative Engagement: Evaluate how effectively the narrative captures attention, evokes emotion, sparks curiosity,
and maintains reader engagement.
Scoring Rubric:
0-20: Extremely boring and dry, no storytelling elements,
21-40: Barely engaging, logical but lacks emotion or creativity,
41-60: Moderately engaging, uses some analogies or description but still feels academic,
61-80: Quite engaging, includes storytelling techniques and relatable examples,
81-100: Highly immersive, vivid storytelling with strong emotional or narrative appeal.

Dimension 2: Scientific Accuracy: Assess how well the narrative explains scientific concepts with clarity,
correctness, and alignment with established knowledge.
Scoring Rubric:
0-20: Highly inaccurate or pseudoscientific, major factual errors,
21-40: Misleading or speculative, lacks clarity or evidence,
41-60: Mostly accurate but vague or oversimplified,
61-80: Generally accurate, minor imprecision, lacks citations,
81-100: Highly accurate, precise, and well-aligned with scientific consensus.

# Order prompt 1
This is the original text: {text} and its score {currentScore}. Please use this as a reference.
Compare the current version with the original one in terms of scientific accuracy and narrative engagement, and assess
whether it performs better or worse than the previous version.
Compared to the previous version's scores, assign a score difference within a reasonable range.

# Order prompt 1
This is the {newText} you should evaluate. Return a JSON list in the format
{
"score": [The score of Narrative Engagement, The score of Scientific Accuracy]
}
Let's think step by step.
Please don't give a zero score in these two dimensions.

# Order prompt 3
This is the original texts: {combine_test_list} and their corresponding score list scoreList.
Please use this as a reference.
Compare the current version with the original one in terms of scientific accuracy and narrative engagement, and assess
whether it performs better or worse than the previous version.
Compared to the previous version's scores, assign a score difference within a reasonable range.
Please don't give a zero score in these two dimensions.

A.7.4 Analyzer prompt
The blue word will be replaced by input information.
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Summary user chat history.

# Base prompt
The user is editing science communication narratives with the goal of balancing scientific accuracy and narrative
engagement.

Step 1: Understand Background (for context only).

Goals of making good science narratives:
Scientific Accuracy
- Factual correctness: Scientifically sound and valid - Clarity: Definitions and explanations are easy to understand
- Contextualization: Places information within appropriate scientific context
- Balanced perspectives: Includes both benefits and limitations
- Avoid oversimplification: Simplifies without distorting meaning.
Narrative Engagement
- Hooks: Starts with questions, vivid scenes, or curiosity-inducing facts
- Storytelling: Uses anecdotes, characters, or imagined scenarios
- Emotion: Inspires empathy, reflection, or awe
- Personal relevance: Encourages the reader to relate or reflect
- Flow: Smooth transitions and rhythm to aid readability
- Curiosity triggers: Surprising statistics or contrasts.
Trade-offs: More storytelling/emotion may reduce clarity or accuracy.
Heavier facts/context may feel dry or hard to follow.
Good narratives selectively balance both based on the intended audience and goals.

Step 2: Your Task You are given a record of how the user edited the narrative over time.
Each history node contains:
- score: A pair of numeric scores (e.g., [Narrative engagement, Scientific accuracy])
- isConfirmed: Whether the user accepted this version
- shortSummary: A brief note on the changes in how the strategy is been used
- fullText: The full revised version based on the label and strategy been used
- userPrompt: Instructions given by the user (optional) for further editing based on this node
- attitude: User stance (Normal, Like, Dislike) for the current node
- currentLabels: Conceptual goals/tags guiding this revision
- usedStrategies: Writing/editing strategies used.
- source: Source node ID Represents the parent node of the generated content.
- target: Target node ID, the current node
- type: Type of transformation from source node ID to the target node ID (e.g., Generate, Regenerate).

Now, based on this, complete the following three analyses:
1: Behavior Pattern & Preferences Analyze the user's editing patterns, preferences, and tendencies
(confirmation status, strategy usage, like or dislike this nodes, whether to perform the next operation under the current
node to generate child nodes etc.).
What are the user's habits and editing style? What are the strengths and weaknesses of their process? Are they achieving
a balance between engagement and accuracy?
2: Opportunities for New Directions and Strategies Review all versions (final and intermediate).
Identify unused or underused labels or strategies that might enrich the narrative.
Offer targeted improvement suggestions based on the user's specific edits, and summarize potential areas for further
refinement of the current text.

# Order prompt
This data is stored in: {chat_history}.
Return a structured summary with these sections:
1. User Preference & Behavior Pattern, including advantages and weakness.
Evaluate whether the current version meets the goals of science communication, and identify areas that could be improved.
2. New Strategy Suggestions for the content from our strategy list.
This is the list of strategies under each label: {all_strategy}.
Identify suitable strategies for improving the science communication narrative that were not used by the user in the chat
history, or were previously suggested but not effectively applied.
Justify each recommendation with clear reasoning.
Let's think step by step.
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Update user preference based on user feedback.

# Base prompt
This is the user's history analysis along with their own feedback.
Please take into account the user's past behavior, preferences, and their analysis of your generated results
when recommending strategies:

# Order prompt
Based on the summarized user behavior analysis and strategic recommendations, including user preferences {user_preference}
and feedback {feedback}.
Return the result—integrating the user's feedback—for consideration by another AI agent to update
its strategy recommendations.

A.7.5 Filter
The blue word will be replaced by input information.

# Order prompt
You are an intelligent text filter.
I have provided several modified versions along with their scores. Your job is to select the versions with higher scores.
If two versions have similar scores, choose only the better one.
Retain exactly {number} texts.
Here is the {filter_prompt}.
Return a JSON list in the format
{
selected_result": [true, false, ...]
}
The list length must equal the total number of texts provided, with exactly number true values.
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